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Abstract

Let G = (V,E) be a connected graph. The distance between two vertices u, v ∈ V ,
denoted by d(u, v), is the length of a shortest u, v-path in G. The distance between a vertex
v ∈ V and a subset P ⊂ V is defined as min{d(v, x) : x ∈ P}, and it is denoted by d(v, P ).
An ordered partition {P1, P2, ..., Pt} of vertices of a graph G, is a resolving partition of G, if
all the distance vectors (d(v, P1), d(v, P2), ..., d(v, Pt)) are different. The partition dimension
of G is the minimum number of sets in any resolving partition of G. In this article we study
the partition dimension of strong product graphs and Cartesian product graphs. Specifically,
we prove that the partition dimension of the strong product of graphs is bounded below by
four and above by the product of the partition dimensions of the factor graphs. Also, we
give the exact value of the partition dimension of strong product graphs when one factor is
a complete graph and the other one is a path or a cycle. For the case of Cartesian product
graphs, we show that its partition dimension is less than or equal to the sum of the partition
dimensions of the factor graphs minus one. Moreover, we obtain an upper bound on the
partition dimension of Cartesian product graphs, when one factor is a complete graph.

Keywords: Resolving partition; partition dimension; strong product graphs; Cartesian product
graphs; graphs partitioning.

AMS Subject Classification numbers: 05C12; 05C70; 05C76

1 Introduction

The idea of a partition dimension was introduced by Chartrand et al. in [6] to gain more insight
about another closely related graph parameter called the metric dimension of a graph. The
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partition dimension of graphs is also studied in [3, 7, 16, 17]. Given a connected graph G = (V,E)
and an ordered partition Π = {P1, P2, ..., Pt} of the vertices of G, the partition representation of a
vertex v ∈ V with respect to the partition Π is the vector r(v|Π) = (d(v, P1), d(v, P2), ..., d(v, Pt)),
where d(v, Pi), with 1 ≤ i ≤ t, represents the distance between the vertex v and the set Pi, that
is d(v, Pi) = minu∈Pi

{d(v, u)} (d(v, u) denotes the distance between the vertices v and u). We say
that Π is a resolving partition of G if for every pair of distinct vertices u, v ∈ V , r(u|Π) 6= r(v|Π).
The partition dimension of G is the minimum number of sets in any resolving partition of G and
is denoted by pd(G).

The concepts of resolvability and location in graphs were described independently by Harary
and Melter [8], and Slater [15], to define the same structure in a graph. After these papers were
published several authors developed diverse theoretical works about this topic [1, 2, 3, 4, 5, 6, 7, 12].
Slater described the usefulness of these ideas into long range aids to navigation [15]. Also, these
concepts have some applications in chemistry for representing chemical compounds [10, 11] or in
problems of pattern recognition and image processing, some of which involve the use of hierarchical
data structures [13]. Other applications of this concept to navigation of robots in networks and
other areas appear in [4, 9, 12].

Given a connected graph G = (V,E) and an ordered set of vertices S = {v1, v2, ..., vk}
of G, the metric representation of a vertex v ∈ V with respect to S is the vector r(v|S) =
(d(v, v1), ..., d(v, vk)). We say that S is a resolving set of G if for every pair of distinct vertices
u, v ∈ V , r(u|S) 6= r(v|S). The metric dimension of G is the minimum cardinality of any re-
solving set of G, and it is denoted by dim(G). The metric dimension of graphs is studied in
[1, 2, 3, 4, 5, 16].

It is natural to think that the partition dimension and metric dimension are related; in [6] it
was shown that for any nontrivial connected graph G we have

pd(G) ≤ dim(G) + 1. (1)

We recall that the strong product of two graphs G = (V1, E1) and H = (V2, E2) is the graph
G ⊠ H = (V,E), such that V = {(a, b) : a ∈ V1, b ∈ V2} and two vertices (a, b) ∈ V and
(c, d) ∈ V are adjacent in G⊠H if and only if, either

• a = c and bd ∈ E2, or

• b = d and ac ∈ E1, or

• ac ∈ E1 and bd ∈ E2.

Also, the Cartesian product of G and H is the graph G�H = (V,E), such that V = {(a, b) : a ∈
V1, b ∈ V2} and two vertices (a, b) ∈ V and (c, d) ∈ V are adjacent in G⊠H if and only if, either

• a = c and bd ∈ E2, or

• b = d and ac ∈ E1.

Let v ∈ V2. We refer to the set V1 × {v} as a G-layer. Similarly {u} × V2, u ∈ V1 is an
H-layer. When referring to a specific G or H layer, we denote them by Gv or uH, respectively.
Layers can also be regarded as the graphs induced on these sets. Obviously, a G-layer or H-layer
is isomorphic to G or H, respectively.
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Studies about partition dimension in product graphs have been presented in [17], where the
authors obtained some results about the partition dimension of the Cartesian product graphs. Also
in [14] several results about the partition dimension of corona product graphs were presented. In
this article we begin with the study of the partition dimension of strong product graphs and we
also continue with the study of the partition dimension of Cartesian product graphs.

2 Strong product graphs

We begin with the following useful lemmas.

Lemma 1. Let G and H be two connected graphs and let A and B be two proper subsets of vertices

of G and H, respectively. If a ∈ A and b /∈ B, then

dG⊠H((a, b), A×B) = min
v∈B

{dH(b, v)}.

Equivalently, if a /∈ A and b ∈ B, then

dG⊠H((a, b), A× B) = min
u∈A

{dG(a, u)}.

Proof. Suppose a ∈ A and b /∈ B. We first prove that for every v ∈ B, dG⊠H((a, b), A × {v}) =
dH(b, v).

dG⊠H((a, b), A× {v}) = min
(u,v)∈A×{v}

{dG⊠H((a, b), (u, v))}

= min
u∈A

{dG⊠H((a, b), (u, v))}

= min
u∈A

{max{dG(a, u), dH(b, v)}}

= min
u∈A

{max
a=u

{dG(a, u), dH(b, v)},max
a 6=u

{dG(a, u), dH(b, v)}}

= min
u∈A

{dH(b, v),max
a 6=u

{dG(a, u), dH(b, v)}}

= dH(b, v).

Thus we obtain that dG⊠H((a, b), A × B) = minv∈B{dG⊠H((a, b), A × {v})} = minv∈B{dH(b, v)}.
Analogously we prove that if a /∈ A and b ∈ B, then dG⊠H((a, b), A×B) = minu∈A{dG(a, u)} and
the proof is complete.

Lemma 2. [6] Let G be a connected graph of order n ≥ 2. Then pd(G) = 2 if and only if G is a

path graph.

The following straightforward claim is useful to prove our next results.

Claim 3. Let G and H be two connected non-trivial graphs. If there exists a resolving partition

of G ⊠ H with exactly three sets, say Π = {A,B,C}, then there exists no subgraph of G ⊠ H
isomorphic to K4, such that it contains at least one vertex from each of the sets A,B and C.

Lemma 4. Let G and H be two connected non-trivial graphs. If there exists a resolving partition

of G ⊠ H with exactly three sets, say Π = {A,B,C}, then there exists no subgraph of G ⊠ H
isomorphic to K4, such that exactly three of its vertices belong to exactly one of the sets A,B,C.
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Proof. Suppose there is a subgraph of G⊠H isomorphic to K4 with exactly three vertices in A,
say x1, x2 and x3. Assume the fourth vertex is in B. Let z1, z2 and z3 be vertices from C closest
to x1, x2 and x3, respectively. Let dG⊠H(x1, z1) = a. Then dG⊠H(x2, z2) ≤ a + 1, otherwise z1
would be closer to x2 than z2. Also, dG⊠H(x2, z2) ≥ a− 1, otherwise z2 would be closer to x1 than
z1. Similarly, a− 1 ≤ dG⊠H(x3, z3) ≤ a+ 1. Since Π is a resolving partition and x1, x2 and x3 are
mutually adjacent and all adjacent to a vertex from B, the distances between x2 and z2 (x3 and
z3) cannot be equal to a.

Assume now, dG⊠H(x2, z2) 6= dG⊠H(x3, z3), moreover we can choose the notation in such
way that dG⊠H(x2, z2) = a + 1 and dG⊠H(x3, z3) = a − 1. But dG⊠H(x2, z3) ≤ dG⊠H(x2, x3) +
dG⊠H(x3, z3) ≤ a. So z3 is closer to x2 than z2, a contradiction.

It follows that at least two of the vertices x1, x2 and x3 have the same distance to C, a
contradiction, since Π is a resolving partition.

Theorem 5. For any connected non trivial graphs G and H,

4 ≤ pd(G⊠H) ≤ pd(G) · pd(H).

Proof. Let Π1 = {A1, A2, ..., Ak} and Π2 = {B1, B2, ..., Bt} be resolving partitions of G = (V1, E1)
and H = (V2, E2) respectively. Let us show that Π = {Ai × Bj : 1 ≤ i ≤ k, 1 ≤ j ≤ t} is a
resolving partition of G ⊠ H. Let (a, b), (c, d) be two different vertices of V1 × V2. Notice that
if (a, b), (c, d) belong to different sets in Π, then they are resolved by Π. So, we suppose that
(a, b), (c, d) belong to the same set in Π.

If a = c, then let i ∈ {1, ..., k} such that a ∈ Ai. Hence there exists Bj ∈ Π2, for some
j ∈ {1, . . . , t}, such that dH(b, Bj) 6= dH(d,Bj). Now according to the Lemma 1 we have that
dG⊠H((a, b), Ai × Bj) = minv∈Bj

{dH(b, v)} and dG⊠H((c, d), Ai × Bj) = minv∈Bj
{dH(d, v)}. Thus

we obtain

dG⊠H((a, b), Ai × Bj) = min
v∈Bj

{dH(b, v)}

= dH(b, Bj)

6= dH(d,Bj)

= min
v∈Bj

{dH(d, v)}

= dG⊠H((c, d), Ai ×Bj).

On the contrary, if a 6= c, then there exists Aj ∈ Π1, for some j ∈ {1, . . . , k}, such that
dG(a,Aj) 6= dG(c, Aj). Also, there exists l ∈ {1, ..., t} such that b, d ∈ Bl. Now, by using Lemma 1
and proceeding as above we obtain that dG⊠H((a, b), Aj × Bl) 6= dG⊠H((c, d), Aj × Bl). Therefore
for every two different vertices (a, b), (c, d) ∈ V1 × V2, we have that r((a, b)|Π) 6= r((c, d)|Π) and
the upper bound follows.

On the other hand, by Lemma 2 we have that pd(G⊠H) ≥ 3. Suppose, pd(G⊠H) = 3. Let
Π = {A,B,C} be a resolving partition for G ⊠H. Let V1 = {u1, ..., ut} and V2 = {v1, ..., vr} be
the vertex sets of G and H, respectively.

Suppose, for every i ∈ {1, ..., t} and j ∈ {1, ..., r} the layers uiH and Gvj have a non-empty
intersection with each of A,B and C. Let vjvj′ be an edge in H, and uiui′ an edge in G. Using
Claim 3 the vertices (ui, vj), (ui, vj′), (ui′ , vj) and (ui′ , vj′) belong to at most two different sets from
Π, say A and B. Moreover, from Lemma 4, either all belong to the same set (A or B), or two
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belong to A, and the other two belong to B. Consider the following cases.

Case 1: Let (ui, vj), (ui′ , vj′) ∈ A, and (ui, vj′), (ui′ , vj) ∈ B. Since uiH ∩C 6= ∅ and ui′H ∩C 6= ∅,
there exists a vertex vk ∈ V2, such that (ui, vk) and (ui′ , vk) both belong to the same set (either A
or B), and (ui, vk′) and (ui′ , vk′) belong to two different sets (A or B), where vk′ is a neighbor of
vk. This is a contradiction to Lemma 4.

Case 2: Let (ui, vj), (ui, vj′) ∈ A, and (ui′ , vj′), (ui′ , vj) ∈ B. This also leads to a contradiction,
similarly to Case 1.

Case 3: Let (ui, vj), (ui′ , vj) ∈ A, and (ui, vj′), (ui′ , vj′) ∈ B. This also leads to a contradiction,
similarly to Case 1, instead of considering H-layers, we consider G-layers.

Case 4: Let (ui, vj), (ui, vj′), (ui′ , vj′), (ui′ , vj) ∈ A. We can reduce this case to one of the previous
cases. Also, a contradiction.

It follows that there exists at least one G-layer or H-layer which has an empty intersection
with at least one of A,B and C, say A. Since G and H are both connected and non-trivial, for
every ui ∈ V (G) and vj ∈ V (H) there exists at least one neighbor. We use the notation ui′ or
vj′ to refer to such a neighbor, respectively. Without loss of generality, suppose the layer uiH has
empty intersection with A, where i is chosen is such way that ui′H contains at least one vertex
from A (such an i exists since Π is a partition of order three). Let (ui′ , vj) ∈ A and let (ui, vj) ∈ B.
By Claim 3 and Lemma 4 the vertex (ui′ , vj′) is also in A, moreover (ui, vj′) is also in B. Using
the same argument, all vertices in ui′H are in A and all vertices in uiH are in B.

Since Π is a partition of order three, there exists a vertex from C in graph G ⊠ H. Let
w = (ul, vk) be such a vertex closest to ui′H. So the vertices (ui′ , vk), (ui′ , vk′) have the same
partition representation, which is a contradiction with Π being a resolving partition. Therefore,
pd(G⊠H) > 3. This completes the proof of the lower bound.

The above bounds are tight. For instance, the upper bound is attained for the strong product
graph Kr ⊠Kt. Also for the grid graph Pt ⊠ Pr we observe that both bounds are achieved.

Corollary 6. For integers r, t ≥ 2, pd(Pt ⊠ Pr) = 4.

Even though the bounds of Theorem 5 are tight we can find examples in which such bounds
are not achieved, as we will show in the following results. Next we obtain the partition dimension
for some specific families of strong product graphs. First we present a remark which we will use
in some proofs.

Remark 7. Let G be any connected graph. If (a, b), (a, c) ∈ aKn are two different vertices of

G⊠Kn, then dG⊠Kn
((a, b), (x, y)) = dG⊠Kn

((a, c), (x, y)) for every (x, y) 6∈ {(a, b), (a, c)} of G⊠Kn.

Theorem 8. For any connected non-complete graph G of order t ≥ 3 and any integer n ≥ 2,

pd(G⊠Kn) ≥ n+ 2.

Proof. Let V1 = {u1, ..., ut} and V2 = {v1, ..., vn} be the vertex sets of G and Kn, respectively.
From Remark 7, we have that for every vertex ui ∈ V1 and every pair of distinct vertices vj, vl ∈ V2,
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it follows that (ui, vj) and (ui, vl) belong to different sets in any resolving partition of G ⊠ Kn.
So pd(G ⊠ Kn) ≥ n. Let Π be a resolving partition of minimum cardinality in G ⊠ Kn. If
pd(G ⊠ Kn) = n or pd(G ⊠ Kn) = n + 1, then there exist two adjacent vertices ul, uk ∈ V1,
l, k ∈ {1, ..., t}, such that for every A ∈ Π it follows that A ∩ ({ul, uk} × V2) 6= ∅. Moreover,
there exists at least a set B ∈ Π and two vertices (ul, vi), (uk, vj) ∈ ({ul, uk} × V2) such that
(ul, vi), (uk, vj) ∈ B. So we obtain that dG⊠Kn

((ul, vi), C) = dG⊠Kn
((uk, vj), C) for every C ∈ Π,

C 6= B, which is a contradiction. Thus pd(G⊠Kn) ≥ n+ 2 and the proof is complete.

Proposition 9. For integers n, t ≥ 2,

pd(Pt ⊠Kn) =

{

2n, if t = 2,
n+ 2, if t ≥ 3.

Proof. Let V1 = {u1, ..., ut} and V2 = {v1, ..., vn} be the vertex sets of Pt and Kn, respectively.
We assume uiui+1 ∈ E(Pt), for all i ∈ {1, . . . , t − 1}. If t = 2, then pd(Pt ⊠ Kn) = pd(K2 ⊠

Kn) = pd(K2n) = 2n. Thus, from now on we suppose t ≥ 3. By Theorem 8 we have that
pd(Pt⊠Kn) ≥ n+2. On the other hand, let Π = {A1, A2, ..., An+2} be the vertex partition, where

A1 = {(u1, v1)},
A2 = {(u2, v1)},
A3 = {(u3, v1), (u4, v1), ..., (ut, v1)},
A4 = {(u1, v2), (u2, v2), ..., (ut, v2)},
A5 = {(u1, v3), (u2, v3), ..., (ut, v3)},

......................................

An+2 = {(u1, vn), (u2, vn), ..., (ut, vn)}.

Figure 1 shows the partition for the case of P6 ⊠K4.

Figure 1: The partition Π of P6 ⊠K4. Vertex labeled by ij represents the vertex (ui, vj). Edges
of the graph have not been drawn.

We shall prove that Π is a resolving partition for Pt ⊠Kn. We consider two different vertices
(ui, vj), (ul, vk) ∈ V1 × V2 belonging to a same set of the partition Π. Thus, j = k. We can
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suppose without loss of generality that i < l. If i, l ≥ 3, then we have that dPt⊠Kn
((ui, vj), A1) =

i − 1 6= l − 1 = dPt⊠Kn
((ul, vk), A1). If i < 3 and l ≥ 3, then i ∈ {1, 2} and we have that

dPt⊠Kn
((ui, vj), A1) = 1 < l− 1 = dPt⊠Kn

((ul, vk), A1). Finally, if i, l < 3, then i = 1 and l = 2. So
we have dPt⊠Kn

((ui, vj), A3) = 2 > 1 = dPt⊠Kn
((ul, vk), A3). Thus, Π is a resolving partition for

Pt ⊠Kn and pd(Pt ⊠Kn) ≤ n+ 2. Therefore the result follows.

Proposition 10. For integers n, t ≥ 3,

pd(Ct ⊠Kn) =







3n, if t = 3,
n+ 3, if t = 4 or t = 5,
n+ 2, if t ≥ 6.

Proof. Let V1 = {u0, ..., ut−1} and V2 = {v1, ..., vn} be the vertex sets of Ct and Kn, respectively.
We assume uiui+1 ∈ E(Ct), for all i ∈ {0, . . . , t− 1}. In this proof, operations with the indices of
ui are done modulo t. If t = 3, then pd(Ct⊠Kn) = pd(Kt⊠Kn) = pd(Ktn) = tn. We may assume
that t ≥ 4.

By Theorem 8 we have that pd(Ct ⊠ Kn) ≥ n + 2. We first analyze the case t = 4. We
suppose that pd(C4 ⊠Kn) = n+2 and let {A1, A2, ..., An+2} be a resolving partition for C4 ⊠Kn.
According to this partition, we say that if v ∈ Ai, then v has label i.

We consider a set uiKn. From Remark 7 we have that every two different vertices of uiKn have
different labels. Hence, without loss of generality (w.l.g.) we suppose that the n vertices of uiKn

are labeled from 1 to n. Since there are only n+ 2 possible labels for the sets ui−1Kn and ui+1Kn,
we have that at least n − 2 labels of the set {1, ..., n} are repeated in the labeling of ui−1Kn and
ui+1Kn. If ui−1Kn or ui+1Kn contains the labels n + 1 and n + 2 (for instance ui−1Kn), then there
exist two vertices u ∈ ui−1Kn and v ∈ uiKn having the same label and also, they have the same
distance (1) to every other label, which is a contradiction. Thus, for the sets ui−1Kn and ui+1Kn

we have that at least n − 1 labels of the set {1, ..., n} are repeated in the labeling of ui−1Kn and
ui+1Kn. Moreover, at least n−2 of these labels {1, ..., n} are the same in uiKn,

ui−1Kn and ui+1Kn.
Now, if ui−1Kn is labeled from 1 to n, then w.l.g. we can suppose that ui+1Kn contains the

label n + 1 and ui+2Kn contains the label n + 2. Thus, there exists two vertices u ∈ ui−1Kn and
v ∈ uiKn having the same label and also, they have the same distance (1) to every other label,
which is a contradiction. As a consequence, we can suppose w.l.g. that ui−1Kn is labeled with the
set {1, ..., n− 2, a, b} and ui+1Kn is labeled with the set {1, ..., n− 2, c, d} where a, c ∈ {n− 1, n}
and b, d ∈ {n+ 1, n+ 2}. Now we consider the following cases.

Case 1: b = d. For instance, b = d = n + 1. Hence the set ui+2Kn (which is equal to ui−2Kn

since t = 4) contains a vertex with label n+ 2. But, this is a contradiction, since there exist two
vertices u ∈ ui−1Kn and v ∈ ui+1Kn having the same label and also, they have the same distance
(1) to every other label.

Case 2: b 6= d. For instance b = n+ 1 and d = n+ 2. We consider the following subcases.

Case 2.1: a = c. For instance, a = c = n − 1. If there exists a vertex w ∈ ui+2Kn with label
n, then there exist two vertices u ∈ uiKn and v ∈ ui+2Kn having the same label and also, they
have the same distance (1) to every other label. If there exists a vertex w′ ∈ ui+2Kn with label
n + 1, then there exist two vertices u′ ∈ uiKn and v′ ∈ ui+1Kn having the same label and also,
they have the same distance (1) to every other label. Finally, if there exists a vertex w′′ ∈ ui+2Kn
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with label n+ 2, then there exist two vertices u′′ ∈ ui−1Kn and v′′ ∈ uiKn having the same label
and also, they have the same distance (1) to every other label. Thus, for the set ui+2Kn there are
only n− 1 possible labels, which is a contradiction.

Case 2.2: a 6= c. For instance a = n − 1 and c = n. Hence, there are two vertices u ∈ uiKn

and v ∈ ui+2Kn having the same label and also, they have the same distance (one) to every other
label, a contradiction.

As a consequence of the above cases, we have that pd(C4⊠Kn) ≥ n+3. For the upper bound,
we consider a vertex partition Π4 = {B1, B2, ..., Bn+3} for C4 ⊠Kn of order n + 3 given by B1 =
{(u0, v1)}, B2 = {(u1, v1)}, B3 = {(u2, v1)}, B4 = {(u3, v1)}, B5 = V1 × {v2}, B6 = V1 × {v3}, ...,
Bn+3 = V1×{vn}. Since for any two different vertices (ui, vj), (ul, vj) of C4⊠Kn there exist a vertex
(uk, v1) such that dC4⊠Kn

((ui, vj), (uk, v1)) = 1 6= 2 = dC4⊠Kn
((ul, vj), (uk, v1)) it is straightforward

to observe that Π4 is a resolving partition for C4 ⊠Kn. Therefore, pd(C4 ⊠Kn) = n+ 3.
We analyze now the case t = 5. Suppose that pd(C5 ⊠Kn) = n+ 2 and, as in the case t = 4,

let Π = {A1, A2, ..., An+2} be a resolving partition for C5⊠Kn. Consider a set
uiKn. From Remark

7 we have that every two different vertices of uiKn have different labels. We need to show that
two consecutive layers uiKn and ui+1Kn differ in exactly one label.

Suppose that in C5 ⊠Kn there exist two consecutive layers, say uiKn and ui+1Kn, such that
their vertices have the same set of labels. Without loss of generality assume these labels are
{1, 2, . . . , n}. Now, take two vertices v ∈ uiKn and w ∈ ui+1Kn, with the same label (v, w ∈ Ak,
for some k). Since Π is a resolving partition, these two vertices must be resolved by a vertex
with label x ∈ {n + 1, n + 2}. Moreover, this vertex is in layer ui−1Kn or ui+2Kn. Observe, that
if both layers ui−1Kn and ui+2Kn contain a vertex with label x then these two vertices are not
resolved in Π, therefore w.l.g. we can assume that the vertex with the label x resolving v and
w is in layer ui+2Kn (and the layer ui−1Kn contains no vertex with the label x). Now, take two
vertices v′ ∈ ui+1Kn and w′ ∈ ui+2Kn, with the same label (v, w ∈ Ak′ , for some k′). Clearly,
they must be resolved by a vertex with label y ∈ {n+ 1, n+ 2} \ {x}. Moreover, this vertex is in
layer ui+3Kn, since the layer

uiKn contains no such vertex by assumption. Observe, that the layer
ui−1Kn contains no vertex with the label y, since two vertices with the same label from layers uiKn

and ui+4Kn would not be resolved. It follows that the layer ui−1Kn contains labels {1, 2, . . . , n}.
Now take two vertices with the same label from the layers ui+2Kn and ui+3Kn, clearly they are not
resolved by any vertex. This is a contradiction with Π being a resolving set. It follows that no
two consecutive layers contain the same set of labels. Moreover, if two consecutive Kn-layers have
together all labels {1, 2, . . . , n, n+ 1, n+ 2}, then because of n ≥ 3 we have that 2n > n+ 2, and,
by the pigeonhole principle, there exist two vertices belonging to these two Kn-layers with the
same label that have equal distance (1) to all other labels, which is a contradiction. Therefore,
two consecutive layers cannot together contain all labels {1, 2, . . . , n, n + 1, n + 2} and it follows
that the sets of labels of two consecutive layers differ in exactly one label.

In this sense two consecutive layers contain exactly n + 1 labels. Therefore, one label is
missing. Let Li and Li+1 be the set of labels used in layers uiKn and ui+1Kn, respectively, and let
CLi = {1, . . . , n+ 2}\(Li ∪Li+1) be the set of the missing labels between consecutive layers uiKn

and ui+1Kn. Notice that we have exactly five CL-sets. Without loss of generality suppose that
Li = {1, . . . , n} and Li+1 = {2, . . . , n + 1}. Then CLi = {n + 2}. We show that also CLi−1 or
CLi+1 must be {n + 2}. Suppose this is not true. Then the only possibility is CLi−1 = {n + 1}
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and CLi+1 = {1}. But then there exist vertices v1 ∈ ui−1Kn and v2 ∈ ui+2Kn, both labeled with
n+2. Since n ≥ 3 there exist two vertices in layers uiKn and ui+1Kn with the same label that have
the same distance to the labels {1, . . . , n + 1} which are in the same layers, and they also have
the same distance to vertices v1 and v2, respectively, which are labeled with n+2. Therefore, the
set {A1, A2, ..., An+2} is not a resolving partition, which is a contradiction. We have proved that
either CLi = CLi−1 or CLi = CLi+1.

Next, we show that no more than two consecutive CL-sets can be the same. Suppose that three
consecutive CL-sets are the same, i.e. CLi−1 = CLi = CLi+1. Then by the same argument as
above there exist a vertex v ∈ ui−2Kn = ui+3Kn labeled with the label l ∈ CLi−1 = CLi = CLi+1.
Since n ≥ 3 there exist two vertices in layers uiKn and ui+1Kn with the same label, say label
k, that have the same distance to the labels {1, . . . , k − 1, k + 1, . . . , n + 2}\{l} which are in
the same layers, and they also have the same distance to vertex v, which is labeled with l.
Again, the set {A1, A2, ..., An+2} is not a resolving partition, which is a contradiction. Hence,
there are exactly two consecutive CL-sets which are the same. Therefore CLi = CLi+1 = {a},
CLi+2 = CLi+3 = {b}, b 6= a, and CLi+4 = c, c 6= a, b. According to the observation above, we
have a CL-set which is not equal to any of its neighboring CL-sets. Therefore, pd(C5⊠Kn) ≥ n+3.

On the other hand, we consider a vertex partition Π5 = {B1, B2, ..., Bn+3} for C5 ⊠ Kn of
order n + 3 given by B1 = {(u0, v1)}, B2 = {(u1, v1)}, B3 = {(u2, v1)}, B4 = {(u3, v1), (u4, v1)},
B5 = V1×{v2}, B6 = V1×{v3}, ..., Bn+3 = V1×{vn}. Consider two different vertices (ui, vj), (ul, vj)
of C5⊠Kn. If (ui, vj), (ul, vj) are the vertices {(u3, v1), (u4, v1)} of B4, then they are resolved by B1

or B3. On the contrary, notice that there always exists a vertex (uk, v1), k ∈ {0, 1, 2}, such that
dC5⊠Kn

((ui, vj), (uk, v1)) = 1 6= 2 = dC5⊠Kn
((ul, vj), (uk, v1)). Thus (ui, vj), (ul, vj) are resolved

by B1, B2 or B3 and, as a consequence, Π5 is a resolving partition for C5 ⊠ Kn. Therefore,
pd(C5 ⊠Kn) = n+ 3.

From now on we suppose t ≥ 6. Let Π = {A1, A2, ..., An+2} be the vertex partition, where

A1 = {(u0, v1)},
A2 = {(u1, v1), (u2, v1)},
A3 = {(u3, v1), (u4, v1), ..., (ut−1, v1)},
A4 = {(u0, v2), (u1, v2), ..., (ut−1, v2)},
A5 = {(u0, v3), (u1, v3), ..., (ut−1, v3)},

......................................

An+2 = {(u0, vn), (u1, vn), ..., (ut−1, vn)}.

Figure 2 shows the partition for the case of C6 ⊠K4.
We claim that Π is a resolving partition for Ct ⊠ Kn. Let (ui, vj), (ul, vj) ∈ V1 × V2 be

two different vertices belonging to the same set of the partition Π. First, if i, l ∈ {0, 1} and
i 6= l, then (ui, vj), (ul, vj) are resolved by A3. On the contrary, since diameter of Ct is greater
or equal than three, we have that if dCt⊠Kn

((ui, vj), A1) = dCt⊠Kn
((ul, vk), A1), then we have that

dCt⊠Kn
((ui, vj), A2) 6= dCt⊠Kn

((ul, vk), A2). Thus, (ui, vj), (ul, vj) are resolved by A1 or A2 and, as
a consequence, Π is a resolving partition for Ct ⊠Kn. Therefore the result follows for t ≥ 6.
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Figure 2: The partition Π of C6 ⊠K4. Vertex labeled by ij represents the vertex (ui, vj). Edges
of the graph have not been drawn.

3 Cartesian product graphs

The partition dimension of the Cartesian product graphs was first studied in [17]. For instance,
in that article it was obtained that for any non trivial connected graphs G and H, it follows that
pd(G�H) ≤ pd(G) + pd(H) and that pd(G�H) ≤ dim(G) + pd(H). As we now show, these
bounds can be improved.

Theorem 11. Let G and H be two non trivial connected graphs. Then

pd(G�H) ≤ pd(G) + pd(H)− 1 .

Proof. Let Π1 = {A1, A2, . . . , Apd(G)} and Π2 = {B1, B2, . . . , Bpd(H)} be a resolving partition
of the graphs G and H, respectively. With these two partitions we make the partition Π =
{A1 ×B1, A2 ×B1, . . . , Apd(G) ×B1, V (G)×B2, . . . , V (G)×Bpd(H)} of the graph G�H with car-
dinality pd(G) + pd(H)− 1. Next we prove that Π is a resolving partition of G�H. We consider
two different vertices (u1, v1), (u2, v2) ∈ V (G�H).

Case 1: If (u1, v1), (u2, v2) ∈ Ai × B1 for some i ∈ {1, ..., pd(G)}, then we consider the following
subcases.

Case 1.1: u1 = u2. Hence v1 6= v2 and there exists a set Bj ∈ Π2 such that dH(v1, Bj) 6=
dH(v2, Bj). Thus we have that

dG�H((u1, v1), (V (G)× Bj)) = dH(v1, Bj) 6= dH(v2, Bj) = dG�H((u2, v2), (V (G)×Bj)).

Case 1.2: u1 6= u2. Hence there exists a set Al ∈ Π1, l 6= i, such that dG(u1, Al) 6= dG(u2, Al).
Thus we have that

dG�H((u1, v1), (Al × B1)) = dG(u1, Al) 6= dG(u2, Al) = dG�H((u2, v2), (Al ×B1)).
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Case 2: (u1, v1), (u2, v2) ∈ Ai × Bj, j 6= 1 and v1 6= v2. Then there exists a set Bk, k 6= j, such
that dH(v1, Bk) 6= dH(v2, Bk). If k 6= 1, then we have that

dG�H((u1, v1), V (G)× Bk) = dH(v1, Bk) 6= dH(v2, Bk) = dG�H((u2, v2), V (G)×Bk).

On the contrary, if k = 1, then

dG�H((u1, v1), Ai × Bk) = dH(v1, Bk) 6= dH(v2, Bk) = dG�H((u2, v2), Ai ×Bk).

Case 3: (u1, v1), (u2, v2) ∈ Ai×Bj, j 6= 1 and v1 = v2. Then there exists a set Al, l 6= i, such that

dG�H((u1, v1), Al × B1) = dG(u1, Al) + dH(v1, B1)

= dG(u1, Al) + dH(v2, B1)

6= dG(u2, Al) + dH(v2, B1)

= dG�H((u2, v2), Al ×B1),

and the inequality holds since Π1 is a resolving partition of G.

Case 4: (u1, v1) ∈ Ai × Bj and (u2, v2) ∈ Al × Bj, j 6= 1 and l 6= i. Without loss of generality
assume that d(v1, B1) ≥ d(v2, B1). Then

dG�H((u1, v1), Al ×B1) = dG(u1, Al) + dH(v1, B1)

≥ dG(u1, Al) + dH(v2, B1)

≥ dG(u2, Al) + 1 + dH(v2, B1)

= dG�H((u2, v2), Al ×B1) + 1

and the second inequality holds since d(u2, Al) = 0 and d(u1, Al) ≥ 1. As a consequence of the
above cases we have that the vertices (u1, v1) and (u2, v2) are resolved by some set of Π. Therefore,
Π is a resolving partition for G�H and the proof is complete.

The above bound is tight. For instance, for any two paths Pm, Pn with m,n ≥ 2, it is satisfied
pd(Pm�Pn) = pd(Pm) + pd(Pn) − 1 = 3. Also, notice that as a consequence of Theorem 11 and
by inequality 1, we have that pd(G�H) ≤ pd(G) + dim(H), which is the bound obtained in [17].

Corollary 12. Let r, t ≥ 2 be integers. Then

• pd(Pr�Pt) = 3,

• pd(Pr�Ct) ≤ 4,

• pd(Cr�Ct) ≤ 5 and

• for any graph H, pd(Kr�H) ≤ r + pd(H)− 1.

Even though the upper bound of Theorem 11 is tight, it is possible to improve it for several
cases, as Theorem 13 shows.

Theorem 13. Let H be a non trivial connected graph of order t and let n ≥ 3. Then

pd(Kn�H) ≤ min
{⌈n

k

⌉

(pd(H)− 1) + k : 2 ≤ k ≤ n− 1
}

.
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Proof. Let U = {u0, u1, ..., un−1} be the vertex set of Kn and let k ∈ {2, ..., n − 1} be an integer.
Hence, we have that n = k · p+ q for some p, q being non negative integers and q ≤ k − 1. Notice
that p =

⌊

n
k

⌋

. Let Π2 = {X1, X2, ..., Xr} be a resolving partition for H. We consider the vertex
partition Π for Kn�H given by (see Figure 3 for a geometrical representation of one example):

A1
0 = {u0, u1, ..., uk−1} ×X1,

A1
1 = {uk, uk+1, ..., u2k−1} ×X1,

......................................

A1
p−1 = {u(p−1)·k, ..., upk−1} ×X1,

A1
p = {up·k, ..., un} ×X1,

A2
0 = {u0, u1, ..., uk−1} ×X2,

A2
1 = {uk, uk+1, ..., u2k−1} ×X2,

......................................

A2
p−1 = {u(p−1)·k, ..., upk−1} ×X2,

A2
p = {up·k, ..., un} ×X2,

......................................

Ar−1
0 = {u0, u1, ..., uk−1} ×Xr−1,

Ar−1
1 = {uk, uk+1, ..., u2k−1} ×Xr−1,

......................................

Ar−1
p−1 = {u(p−1)·k, ..., upk−1} ×Xr−1,

Ar−1
p = {up·k, ..., un} ×Xr−1,

and

B0 = {u0, uk, ..., up·k} ×Xr,

B1 = {u1, uk+1, ..., up·k+1} ×Xr,

............................................

Bq−1 = {uq−1, uk+q−1, ..., up·k+q−1} ×Xr,

Bq = {uq, uk+q, ..., u(p−1)k+q} ×Xr,

............................................

Bk−1 = {uk−1, u2k−1, ..., up·k−1} ×Xr.

We claim that Π is a resolving partition forKn�H. We consider two different vertices (ui, vj), (ug, vh)
of Kn�H belonging to the same set of the partition Π. We have the following cases.

Case 1: i = g. Hence j 6= h and there exists a set Xl ∈ Π2 such that dH(vj, Xl) 6= dH(vh, Xl). If
l 6= r, then we have that

dKn�H

(

(ui, vj), A
j
⌊i/k⌋

)

= dH(vj, Xl) 6= dH(vh, Xl) = dKn�H

(

(ug, vh), A
j
⌊i/k⌋

)

.

On the contrary, if j = r, then we have that

dKn�H((ui, vj), Bi mod k) = dH(vj, Xr) 6= dH(vj, Xr) = dKn�H((ug, vh), Bg mod k).
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Figure 3: A resolving partition of K23�H with cardinality
⌈

n
k

⌉

(pd(H) − 1) + k = 28 for k = 4

and pd(H) = 5. Notice that in this case p = 5 and q = 3. The sets Aj
i are labeled and the sets Bl

are given by the union of rectangles with identically filled areas.

Case 2: i 6= g. Hence we consider the following subcases.

Case 2.1: vj, vh ∈ Xr. Hence for any l ∈ {1, ..., r − 1} it follows that either

dKn�H

(

(ui, vj), A
l
⌊i/k⌋

)

6= dKn�H

(

(ug, vh), A
l
⌊i/k⌋

)

.

or
dKn�H

(

(ui, vj), A
l
⌊g/k⌋

)

6= dKn�H

(

(ug, vh), A
l
⌊g/k⌋

)

.

Case 2.2: vj, vh /∈ Xr. Similarly, we have either

dKn�H((ui, vj), Bi mod k) 6= dKn�H((ug, vh), Bi mod k),

or
dKn�H((ui, vj), Bg mod k) 6= dKn�H((ug, vh), Bg mod k).

Therefore, Π is a resolving partition for G�H. Now, since the cardinality of the partition Π
is given by

⌈

n
k

⌉

(pd(H) − 1) + k (there are
⌈

n
k

⌉

(pd(H) − 1) sets of type A and k sets of type
B) and this is satisfied for every value of k ∈ {2, ..., n − 1}, we obtain that pd(Kn�H) ≤
min

{⌈

n
k

⌉

(pd(H)− 1) + k : 2 ≤ k ≤ n− 1
}

. Therefore the proof is complete.

Notice that for instance, if H is a path Pt, then Theorem 11 leads to pd(Kn�Pt) ≤ n + 1,
while Theorem 13 gives the value 2

√
n, since the minimum of the expression

⌈

n
k

⌉

(pd(H)− 1) + k
is obtained for k =

√
n.
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Ismael González Yero is supported by “Ministerio de Educación, Cultura y Deporte”, Spain, under
the “José Castillejo” program for young researchers. Reference number: CAS12/00267.

Marko Jakovac and Andrej Taranenko are supported by ARRS Slovenia under the grant P1-0297
and within the EUROCORES Programme EUROGIGA (project GReGAS) of the European Sci-
ence Foundation.

Dorota Kuziak is supported by “Universitat Rovira i Virgili”, Spain, under the mobility program
“AEE” for Ph. students. Reference number: 2013AEE-41.

References
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